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Appendix 1. Decomposition approach using a nonlinear extension of method 

Assuming that the outcome value is a function (F) of a linear combination of explanatory variables and associated regression coeffi-
cients, Y= F(βX). The average difference in the predicted outcome (Y) between men (m) and women (f) can be decomposed as equa-
tions (1) and (2):

where Y, X, and β represent an N× 1 outcome vector, an N× K matrix of explanatory variables, and a K× 1 vector of regression coeffi-
cients, respectively. F() refers to any once differentiable function of a linear combination of X to Y. F(βmXf) indicates a counterfactual 
equation that was constructed by replacing the women’ coefficients with those from the men’ equation. This is the basis for the counter-
factual comparison and therefore the decomposition of the gap. In fact, the gender difference in the average predicted outcome can be 
decomposed into 2 components by adding and subtracting this counterfactual equation; the first is due to the gender differences in lev-
els of the explanatory variables (the first term on the right-hand side of the equation [1]). This component is called the endowments ef-
fect or the explained component. The second component represents the gender effect, which cannot be explained by such differences 
(the second term on the right-hand side of the equation [1]). In other words, it indicates the gender disparity in the average predicted 
outcome that would remain if the 2 groups had the same level of explanatory variables. This component also captures the portion of the 
disparity due to group differences in unobservable (unknown) variables. This component is known as the unexplained component. 

An alternative expression for the nonlinear decomposition is: 

where the estimated coefficients for the women group are used as the reference coefficients. 
Determining the contribution of each variable to each component (the explained and unexplained parts) requires detailed decompo-

sition, which can be performed by sequentially replacing the variable levels/coefficients of one group with those of another group, while 
keeping other variable levels/covariates constant. This procedure is not a complicated task in the linear decomposition model. Using the 
nonlinear method, however, it has some conceptual problems that affect the results. One of them is known as the identification prob-
lem; in essence, the decomposition estimates for categorical variables depend on the selection of the baseline (omitted) category [1,2]. 
This issue is handled by computing the decomposition based on the normalized effects, as proposed by Yun [3]. This is equivalent to av-
eraging the coefficients of the effects of a set of dummy variables representing the categorical variable, while changing the baseline groups 
[2]. Another issue is path dependency; in fact, determining the contribution of each explanatory variable to the differences in outcome 
between groups depends on the values of the other covariates and also the order in which they are entered into the decomposition [4]. 
A solution to this issue is to use weights, as suggested by Yun [5], so that any ordering of how variables enter the decomposition produc-
es the same results. Accordingly, the detailed decomposition of equation (1) can be rewritten as equation (3):

the weight of the kth variable in the linearization of the explained and unexplained parts of the gap, respectively [2,5]. 
Another solution has been proposed by Fairlie [6], which involves randomly ordering the switching distributions. For this purpose, 

Fairlie suggested a procedure that requires one-to-one matching of individuals from the 2 groups, so there would be an equal sample 
size in both groups. Otherwise, multiple (e.g., 100 or 1,000 times) random subsamples of one group (the group with a greater sample 
size) equal to the sample size of the other group are selected and the mean estimate is considered to be the final report. 
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the other covariates and also the order in which they are entered into the decomposition [4]. A 
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the weight of the kth variable in the linearization of the explained and unexplained parts of the 

gap, respectively [2, 5].  
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switching distributions. For this purpose, Fairlie suggested a procedure that requires one-to-one 

matching of individuals from the 2 groups, so there would be an equal sample size in both groups. 
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